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[1] Seismic inversions show that earthquake risetimes may be much shorter than the
overall rupture duration, indicating that earthquakes may propagate as self‐healing,
pulse‐like ruptures. Several mechanisms for producing pulse‐like ruptures have been
proposed, including velocity‐weakening friction, interaction of dynamic rupture with fault
geometry and local heterogeneity, and effect of bimaterial contrast. We present
experimental results on rupture mode selection in laboratory earthquakes occurring on
frictional interfaces, which were prestressed both in compression and in shear. Our
experiments demonstrate that pulse‐like ruptures can exist in the absence of a bimaterial
effect or of local heterogeneities. We find a systematic variation from crack‐like to
pulse‐like rupture modes with both (1) decreasing nondimensional shear prestress and
(2) decreasing absolute levels of shear and normal prestress for the same value of
nondimensional shear prestress. Both pulse‐like and crack‐like ruptures can propagate
with either sub‐Rayleigh or supershear rupture speeds. Our experimental results are
consistent with theories of ruptures on velocity‐weakening interfaces, implying that
velocity‐weakening friction plays an important role in governing the dynamic behavior of
earthquake ruptures. We show that there is no measurable fault‐normal stress decrease
on the fault plane due to the nucleation procedure employed in experiments, and hence,
this is not a factor in the rupture mode selection. We find that pulse‐like ruptures
correspond to the levels of nondimensional shear prestress significantly lower than the
static friction coefficient, suggesting that faults hosting pulse‐like ruptures may operate
at low levels of prestress compared to their static strength.
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1. Introduction

[2] One of the central questions in rupture dynamics is what
controls the duration of slip at a point on a rupturing fault.
Such duration is often called the risetime. If the risetime is
significantly shorter than the overall duration of a seismic
event, the rupture is called pulse‐like. Otherwise it is called
crack‐like. In the crack‐like rupture mode, the risetime is
comparable to the overall rupture duration. Early analytical
and numerical studies concentrated on the analysis of crack‐
like shear ruptures, due to the theoretical analogy with
opening cracks and the fact that rupture models with uniform
interfaces governed by linear slip‐weakening friction produce
crack‐like rupture propagation [Kostrov, 1966; Ida, 1972;
Andrews, 1976;Madariaga, 1976]. At the same time, seismic
inversions of large events have typically produced risetimes

that are several times smaller than the overall rupture duration
[e.g., Kanamori and Anderson, 1975], pointing to the exis-
tence of pulse‐like ruptures during natural earthquakes. The
shorter durations were later attributed to the arrest waves from
the finite fault width which is several times smaller than the
rupture length for large events [Day, 1982; Johnson, 1992]. In
such models, the risetime is related to the width of the fault.
However, the work of Heaton [1990] presented inversions
with earthquake risetimes significantly shorter than what
would be predicted based on fault widths, arguing that
earthquakes propagate as self‐healing pulses and advocating
velocity‐weakening friction as the cause of such behavior.
[3] Since the influential work of Heaton [1990], many the-

oretical studies have been devoted to understanding the
underlying physics of pulse‐like sliding. Pulse‐like ruptures
have been obtained in a number of numerical simulations that
include significant weakening of interface friction with sliding
velocity [Cochard and Madariaga, 1994; Perrin et al., 1995;
Beeler and Tullis, 1996; Cochard and Madariaga, 1996;
Zheng and Rice, 1998; Nielsen et al., 2000; Lapusta and Rice,
2004; Shi et al., 2008; Noda et al., 2009]. The use of such
friction laws in numerical studies have been supported by
recent rock experiments and theoretical studies that have

1Graduate Aerospace Laboratories, California Institute of Technology,
Pasadena, California, USA.

2Division of Engineering and Applied Science and Division of
Geological and Planetary Sciences, California Institute of Technology,
Pasadena, California, USA.

Copyright 2010 by the American Geophysical Union.
0148‐0227/10/2009JB006833

JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 115, B12302, doi:10.1029/2009JB006833, 2010

B12302 1 of 25

http://dx.doi.org/10.1029/2009JB006833


uncovered strongly velocity‐weakening friction at seismic slip
velocities [Tsutsumi and Shimamoto, 1997; Tullis and
Goldsby, 2003; Di Toro et al., 2004; Rice, 2006; Yuan and
Prakash, 2008a, 2008b]. Other explanations for the occur-
rence of pulse‐like ruptures have also been proposed, including
interaction of ruptures with local heterogeneities [Beroza and
Mikumo, 1996; Olsen et al., 1997; Day et al., 1998] and nor-
mal stress variation due to difference in material properties
across the interface or the so‐called “bimaterial effect”
[Andrews and Ben‐Zion, 1997; Cochard and Rice, 2000;
Ben‐Zion, 2001]. Recent studies [Festa and Vilotte, 2006; Shi
and Ben‐Zion, 2006; Liu and Lapusta, 2008; Shi et al., 2008;
Lu et al., 2009] have shown that the dynamic rupture initiation
procedure (rupture nucleation) can affect the characteristics of
propagating rupture, including the rupture mode. Identifying
which of the above mechanisms is the one responsible for
producing short‐duration pulse‐like ruptures in natural earth-
quakes remains an open research question. At the same time,
theoretical studies have shown that the selection of rupture
modes is intimately related to the detailed nature of fault
constitutive laws as well as to the stress conditions on the
faults, and has important implications for energy partition and
heat generation during earthquakes, scaling laws, and spatio-
temporal complexity of fault slip [Heaton, 1990; Cochard and
Madariaga, 1994; Perrin et al., 1995; Beeler and Tullis, 1996;
Cochard and Madariaga, 1996; Zheng and Rice, 1998;
Nielsen et al., 2000; Ben‐Zion, 2001; Nielsen and Madariaga,
2003; Lapusta and Rice, 2004; Lu et al., 2007; Shi et al., 2008;
Noda et al., 2009].
[4] In the current study, we present results of laboratory

experiments which mimic natural earthquakes and allow us
to directly observe risetimes and hence the resulting rupture
modes. The experimental design, based on the work of Xia
et al. [2004], incorporates a preexisting fault interface with a
controlled prestress both in compression and in shear, a
nucleation mechanism which initiates dynamic rupture under
a uniform and known level of prestress, and experimental
diagnostics [Lykotrafitis et al., 2006b] which allows us to
capture the details of dynamic rupture propagation and, in
particular, to conclusively determine the risetime and rupture
speed. We have developed a treatment procedure for the slid-
ing surfaces that ensures that nominally the same frictional
properties prevail in all samples. The experimental setup
(described in detail in the review by Rosakis et al. [2007]) is
essentially 2‐D, which enables comparison with a number of
theoretical studies. The experimental procedure, sample prepa-
ration, experimental measurements, and their interpretation are
briefly summarized in sections 2–3. In particular, section 3.3
investigates the effect of the thickness of the plate used in the
experiments on the resulting rupture propagation behavior.
[5] Since our experiments contain no heterogeneities in

interface properties or in the applied prestress nor do they
feature any bimaterial contrast, any pulse‐like ruptures ap-
pearing in the experiments would have to be due to either
the velocity dependence of friction or the nucleation pro-
cedure. An initial set of pilot experiments [Lu et al., 2007]
has already demonstrated the existence of pulse‐like rup-
tures in this experimental setup. Moreover, the study of Lu
et al. [2007] discovered a systematic variation of rupture
mode from crack‐like to pulse‐like as the nondimensional
ratio of shear prestress to normal prestress, or “nondimen-
sional prestress,” was increased. They also showed that the

experimental results are consistent with the theoretical predic-
tions of Zheng and Rice [1998] for faults governed by velocity‐
weakening friction. Lu et al. [2007] also pointed out that (1) the
results of Zheng and Rice [1998] additionally predict that the
rupture mode should change as the absolute level of normal and
shear prestress is varied, for the same nondimensional prestress
and (2) the role of the nucleation procedure needs to be further
investigated. The experimental nucleation procedure involves
an explosion of a small (<0.1 mm) wire that leads to local
reduction of the compressive normal stress and allows the shear
prestress to initiate the rupture. If such normal stress reduction
were to propagate along the interface with elastodynamic
waves, reducing frictional resistance, it could itself be a factor in
the rupture mode selection.
[6] Motivated by the observations of the pilot study of Lu

et al. [2007], we significantly extend it to consider the effect
of the absolute level of prestress (section 4) as well as the
experimental nucleation procedure (section 6). We show
that rupture modes exhibit a systematic variation from
pulse‐like to crack‐like as the absolute level of prestress is
increased, a finding consistent with the theory of Zheng and
Rice [1998] for velocity‐weakening interfaces. As a bonus,
the preliminary results of Lu et al. [2007] on the systematic
mode variation due to nondimensional prestress are con-
firmed for a wider range of experimental parameters. To
determine the potential effect of the nucleation procedure,
we (1) conduct experiments with different intensity of the
nucleating explosion and (2) we measure relative fault‐
normal particle velocities to estimate the potential normal
stress changes induced by the nucleation procedure further
along the interface. The findings presented in section 6
indicate that these aspects of the nucleation procedure
have no effect on the rupture mode selection.
[7] The present study also features an extensive investi-

gation of rupture speeds (sections 7–8). Lu et al. [2007]
have shown that both pulse‐like and crack‐like modes can
transition to supershear rupture speeds, with the difference
in speeds between the pulse‐like and crack‐like modes that
is consistent with the theoretical study of rupture speeds on
velocity‐weakening interfaces by Samudrala et al. [2002].
The estimate for rupture speeds is confirmed in this work by
a detailed computation of the rupture speed evolution for
pulse‐like and crack‐like ruptures. The combined map for
experimental conditions that lead to pulse‐like versus crack‐
like modes and sub‐Rayleigh versus supershear rupture
speeds is then presented and analyzed. All four potential
rupture types, sub‐Rayleigh pulse‐like, supershear pulse‐
like, sub‐Rayleigh crack‐like, and supershear crack‐like, are
observed in our experiments. Sub‐Rayleigh pulse‐like
modes correspond to the lowest prestress levels studied.
[8] If pulse‐like ruptures prevail on natural faults, at least

for large earthquakes, our study provides further support for
the importance of velocity‐weakening friction for dynamics
of natural earthquakes and implies that major faults operate
at low levels of prestress. Our conclusions are summarized
in section 9.

2. Experimental Design

2.1. Configuration That Mimics Crustal Earthquakes

[9] Our experimental setup mimics a fault in the Earth’s
crust that is prestressed both in compression and in shear
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[Xia et al., 2004; Lu et al., 2007; Rosakis et al., 2007]. A
square Homalite plate (Figure 1a), with the dimensions
150 mm × 150 mm × 10 mm, is cut into two identical
quadrilaterals, introducing a fault plane with an inclination
angle a with respect to one set of the plate edges. Unidi-
rectional compression P is applied to the top and bottom
edges. The fault surfaces are treated to create the same
texture and hence the same friction properties in all speci-
mens, as described in section 2.3. Experimental parameters
P and a determine the resolved shear traction t0 = P sina
cosa and normal traction s0 = P cos2 a on the fault. The
nondimensional shear prestress f0 = t0 /s0 = tana indicates
how close the interface is to failure according to the Cou-
lomb criterion. Because the static friction coefficient of the
interface is about 0.6, the inclination angle a is chosen to be
30° or smaller to ensure that sliding does not occur during
the static preloading stage. By varying a, we can consider
the effect of different levels of nondimensional fault pre-
stress on rupture dynamics. Varying P allows us to study the
effect of the absolute prestress level.

[10] Dynamic rupture is initiated in the middle of the plate
and captured using high‐resolution dynamic photoelasticity
and laser velocimetry [Lykotrafitis et al., 2006b, 2006c;
Rosakis et al., 2007]. The rupture is triggered simultaneously
across the entire thickness of the plate using an explosion of
a thin wire as described in section 2.2. As the result, the
rupture is dominated by 2‐D in‐plane slip, similarly to large
strike‐slip earthquakes that saturate the entire seismogenic
depth. The bilaterally spreading rupture is observed only
until reflected waves return from the edges of the plate, to
avoid interaction between the rupture and the specimen
boundaries. A typical observation window is 65 ms.
[11] Elastic properties of the bulk material, Homalite, are

as follows [Dally and Riley, 1991]: Young’s modulus E =
3.86 GPa, shear modulus m = 1.43 GPa, Poisson’s ratio
n = 0.35, density r = 1200 kg/m3. The dynamic wave speeds
of Homalite are measured by ultrasonic transducers operat-
ing at 5 MHz [Lykotrafitis, 2006a]: shear wave speed Cs =
1249 m/s, longitudinal wave speed Cp = 2187 m/s, and
Rayleigh wave speed CR = 1155 m/s. Homalite has about

Figure 1. (a) Schematic illustration of the experimental configuration. Homalite samples are cut with an
inclination angle a and compressed with the far‐field load P. Dynamic photoelasticity and laser veloci-
metry are used to capture the full field information of rupture propagation as well as the local sliding
velocity of the interface. Rupture nucleation is achieved by a local pressure release due to an explosion
of a thin wire. (b) A photograph of the experimental setup.
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20 times smaller shear modulus than typical rock materials.
Since estimates of critical crack sizes and nucleation sizes are
proportional to shear modulus, smaller shear modulus for
Homalite translates into smaller critical length scales,
assuming similar friction properties for rocks and Homalite.
This enables us to reproduce rupture phenomena in much
smaller samples than would be needed for experiments
conducted in rocks.

2.2. Mechanism of Rupture Nucleation

[12] Initiation of dynamic rupture is achieved by an
explosion of a thin wire. A nickel wire with a diameter of
0.08 mm is embedded within a 0.1 mm hole across the entire
plate thickness. The ends of the wire are connected to a
charged capacitor. By abrupt discharge, the stored electric
energy is released and the surge of the current turns the wire
into plasma [Rosakis et al., 2007]. The explosion relieves
fault‐normal compression locally, decreasing friction and
allowing shear rupture to start under the action of the
resolved shear stress in a region around the explosion site.
Afterward, dynamic rupture propagates spontaneously out-
side the nucleation region, since (1) rupture concentrates
shear stress at its tips, matching static friction outside the
area affected by the explosion and spreading farther, and
(2) fault locations behind the rupture front experience
dynamic reduction in friction strength, as would be expected
from either slip‐weakening or velocity‐weakening friction.
[13] The nucleation mechanism of the wire explosion has

a number of experimental advantages. The electric signal
that causes the explosion enables synchronization of multi-
ple diagnostic instruments. Rupture initiation is achieved
with known and adjustable stress conditions outside of the
nucleation region. This allows us to reproduce the same
experimental conditions multiple times while taking differ-
ent diagnostic measurements, such as velocimeter mea-
surements at different locations.
[14] At the same time, the initiation procedure introduces

additional complexity. It is different from the process of
gradually accelerating slip occurring under slow stress increase
due to tectonic loading obtained in a number of earthquakes
models [e.g.,Lapusta et al., 2000].However, it is conceptually
representative of earthquake nucleation by rapid stress
changes due to seismic waves. Numerical simulations of
dynamic rupture have shown that details of rupture initiation
can significantly affect the subsequent rupture propagation
[Festa and Vilotte, 2006; Shi and Ben‐Zion, 2006; Liu and
Lapusta, 2008; Shi et al., 2008; Lu et al., 2009]. Hence
it is important to understand the effect of the initiation
procedure on dynamic rupture in our experiments. To that
end, we conduct experiments with explosions of different
strength and perform fault‐normal velocity measurements
outside the nucleation region, as discussed in section 6.

2.3. Surface Preparation for Specimens

[15] For meaningful comparison between different
experiments and for experimental repeatability, it is critical
for all specimens to have the same surface preparation and
hence the same friction properties. We have developed a
controlled surface preparation procedure. As shown in
Figure 2a, the original surface obtained from machining has
periodic cutting scratches. By polishing it with a diluted
solution of Miromet polishing compound, we are able to

remove the scratches and make the surface transparent
(Figure 2b). The next step is to use a bead blaster to roughen
the polished surface. Fine glass beads of 44 mm to 88 mm
in diameter are driven by compressed air out of the nozzle
and strike the polished surface, creating the same surface
texture in all samples (Figure 2c). Three‐dimensional
scanning by a surface profiler (Figure 2d) gives the aver-
age roughness of Ra = 4.5 mm. The average roughness is
defined as the average height of the surface profile.

2.4. High‐Resolution Diagnostics: Dynamic
Photoelasticity and Laser Velocimetry

[16] As shear rupture grows bilaterally away from the
nucleation region, high‐speed photography, in conjunction
with dynamic photoelasticity, is used to capture full‐field
images of the transient dynamic event. As shown in Figure
1a, collimated laser beams are used to illuminate the trans-
parent specimen. A pair of circular polarizers, one in front of
and one behind the Homalite specimen, creates a fringe
pattern that represents contours of maximum shear stress.
The shear stress in each fringe is given by the stress optical
law, 2tmax = s1 − s2 = NFs /h, where Fs is the material’s
stress optical coefficient, h is the specimen thickness, s1 and
s2 are the principal stresses, and N = n + 1/2 (with n = 0, 1,
2, …) is the isochromatic fringe order. A digital high‐speed
camera is positioned at the end of the optical axis to record a
series of 16 photoelastic images with the programmable
interframe time that can vary from 2 to 4 ms.
[17] In addition to the full‐field photoelastic images, we use

two velocimeters based on laser interferometry to measure
particle velocity histories of two points, one above and one
below the fault interface (Figure 1b). Two reflective mem-
branes are glued at the points of interest, and two separate laser
beams are focused on the sides of the twomembranes to record
either the fault‐parallel or fault‐normal particle velocity. The
size of the each laser beams is 66 mm and the distance between
the two measurements is about 500 mm. The difference
between the two measured fault‐parallel particle velocities
represents the interface sliding velocity plus elastic deforma-
tion between the two measurement points [Rosakis et al.,
2007]. As discussed in section 3.2, the elastic deformation is
taken into account when the onset and healing of the interfacial
sliding is determined. The maximum frequency response of
the velocimeters is 1.5 MHz, which is fast enough to track
rapid particle velocity changes during dynamic rupture. The
velocimeters can measure particle velocity of up to 10 m/s,
enabling us to record high slip velocity at rupture fronts. The
signal‐to‐noise ratio of the velocimeters is 86 dB. The
resolution is 2.5 mm s−1/

ffiffiffiffiffiffi
Hz

p
, which is frequency depen-

dent. For a typical measurement in our study with the
frequency of 1 MHz and velocity amplitude of 1 m/s, the
resolution is 2.5 mm/s.

3. Experimental Measurements and Their
Interpretation

3.1. Measurements of Particle Velocity and Full‐Field
Photoelastic Snapshots

[18] Let us use representative experimental results to
illustrate the two diagnostic methods (Figure 3). In these
experiments, the inclination angle is a = 30° and the
externally applied compression is P = 14 MPa. Particle
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velocity measurements at the location of 20 mm from the
hypocenter are shown in Figure 3a. Individual channels
marked as “upper” and “lower” correspond to particle
velocity histories of points above and below the interface,
respectively; the plotted measurements are shifted by −3 m/s
for clarity. The particle velocities are approximately anti-
symmetric, as would be expected for shear rupture. The
oscillatory nature of the traces and deviations from anti-
symmetry are discussed in section 3.3. The points on the
two sides of the interface start to move shortly after 10 ms
when the P wave arrives. They move together initially, and
then, at about 15 ms, they exhibit relative motion. The
particle velocities at the arrival of the P wave, before the
start of the relative motion, may be exaggerated due to
the oscillatory nature of the particle velocity trace potentially
caused by the 3‐D effect in our experiments, as discussed
further in section 3.3. The subsequent relative motion is the
sum of the elastic deformation between the two points and
relative sliding, or slip, on the interface. Relative velocity
between the two measurement points is computed by sub-
tracting the velocity history of the point below the interface

from that above the interface. The green dot indicates our
estimate of rupture arrival time or the initiation of relative
sliding. Criteria for determining rupture arrival and interface
locking are discussed in section 3.2. The relative velocity
reaches the maximum of about 4.5 m/s and it is of the order
of 1 m/s throughout the observation window. This means
that the interface does not lock during the observation
window, indicating what we define to be a crack‐like mode.
The timing of the shear wave arrival, indicated by a vertical
dashed line on the relative velocity trace, provides us with a
conclusive way of judging whether rupture is supershear or
not. In Figure 3a, it is apparent that the rupture is supershear,
as it arrives sooner than the shear wave.
[19] To get the slip velocity profile farther along the

interface, at the location of 40 mm, another experiment is
done under the same experimental conditions (Figure 3c). In
this case, the P wave arrival induces a smaller symmetric
motion of the points above and below the interface. This is
consistent with both the decrease of the 3‐D effect and the
decaying amplitude of the P wave farther from the hypo-
center. The initiation of sliding occurs at 27.8 ms and con-

Figure 2. Preparation of surfaces that form frictionally held interfaces. (a) SEM (scanning electron
microscopy) image of the specimen surface after cutting, showing periodic scratches. (b) SEM image
of the polished surface of the specimen. (c) SEM image of the surface roughened by bead blasting.
(d) Three‐dimensional scanning image of the prepared sliding surface by a surface profiler.
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tinues throughout the observation window, indicating that
the rupture remains crack‐like. The rupture front is far-
ther ahead with respect to the shear wave arrival than in
Figure 3a, confirming supershear propagation.
[20] In order to further analyze the experiment, the relative

velocity record is superimposed on the photoelastic fringe
map (Figures 3b and 3d). This superposition, done for
visualization purposes, illustrates stress concentrations at
rupture tips and converts time‐dependent rupture history at

one location into an approximation of the space‐dependent
rupture profile at the time of the photoelastic snapshot.
Converting the time history of the sliding velocity into
spatial variation along the fault is based on the assumption
of a constant rupture speed. Since rupture is expected to be
equibilateral, a mirrored profile (with respect to the nucle-
ation site) is added for visualization purposes. The hypo-
center is marked by a star. The circular P wave and shear
wavefronts are marked with dashed lines. Figures 3b and 3d

Figure 3. Illustration of the experimental diagnostics for an experiment with the inclination angle a = 30°
and compressive load P = 14 MPa. (a and c) Fault‐parallel velocity histories measured 20 and 40 mm
from the rupture nucleation site, respectively. The velocities of the upper and lower measurement points
are shifted by 3 m/s. P wave and shear wave arrivals are indicated by dashed lines. The estimated rup-
ture initiation time is marked by a green dot. Once initiated, the sliding continues throughout the obser-
vation window, corresponding to the crack‐like rupture mode. The rupture is supershear, since rupture
initiation occurs earlier than the shear wave arrival time. (b and d) Dynamic photoelastic images cap-
tured 16 and 40 ms after the rupture nucleation, respectively. Fringes represent contours of maximum
shear stress. The relative velocity profiles from Figures 3a and 3c are superimposed on the photoelastic
images, with the straight dashed yellow line indicating the relative velocity corresponding to the green
dots in Figures 3a and 3c.
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give the superposition of photoelastic fringe patterns and
relative sliding velocity for the times of 16 ms and 40 ms,
respectively, illustrating the progression of the rupture along
the interface. At the time of 40 ms, the supershear rupture is
well developed and two Mach lines are emitted from the
supershear rupture tip (Figure 3d). The set of 16 photoelastic
images allows us to compute the evolution of rupture speed
as the rupture propagates along the interface as discussed in
section 7.1. The combined diagnostics of laser velocimetry
and dynamic photoelasticity enables us to conclusively
determine both the risetime (or local rupture duration) and
the rupture speed.

3.2. Criteria for Determining Rupture Initiation
and Locking Times

[21] In order to consistently identify the timing of both
interfacial sliding initiation and interfacial locking (or
healing), and thus to determine the rupture duration, criteria
are established which account for the elastodynamic shear
deformation between the measurement points [Lu et al.,
2007]. Interfacial sliding starts if and only if shear stress t
on the interface is equal to the static friction strength of the
interface which, in turn, is equal to normal stress s times the
static friction coefficient fs. As discussed in section 6.1,
normal stress s at the measurement locations is approxi-
mately equal to the initial normal stress s0. The difference
between the static friction resistance fss0 and initial shear
stress t0 at a point along the interface is overcome by the
dynamic shear stress increase arriving with either the rupture
tip or the shear wavefront. Assuming uniform shear stress
between the two measurement points, this difference in
shear stress can be converted into a critical relative dis-
placement dc that can be sustained between the two mea-

surement points before interfacial sliding initiates. If m is the
shear modulus of Homalite‐100 and D is the distance
between the two measurement location, the critical dis-
placement is given by:

�c ¼ D
fs�0 � �0ð Þ

�
¼ D

P cos2 �ð fs � f0Þ
�

: ð1Þ

[22] The time of rupture initiation can be established by
integrating the relative velocity records and determining
the time at which the displacement equal to dc is accu-
mulated; this time is marked by green filled dots in
Figure 3. This time also corresponds to a particular value _�c
of the relative velocity which we call the elastic cutoff
velocity. For the experimental conditions of Figure 3, the
critical displacement dc is calculated to be 0.08 mm and
the elastic cutoff velocity is _�c = 0.43 m/s. That value of
relative velocity is plotted as the yellow dotted interface‐
parallel line in Figures 3b and 3d.
[23] To determine when the sliding stops, we employ two

criteria. According to the first criterion, sliding stops when
the relative velocity becomes smaller than the elastic cutoff
value _�c. If the relative velocity decreases below _�c several
times, we take the last time as the time of interface locking.
Those times are marked by half‐filled red dots that show
ruptures with slip arresting within the time window of
observation. The second, more conservative, criterion is to
insist that the relative velocity drops to zero and that the
integral of relative velocity from that time until the end of
observation time is a small fraction (less than 5%) of the
total accumulated relative displacement. The corresponding
times are marked by fully filled red dots. The two different
locking criteria produce the same qualitative results with

Figure 4. Comparison of fault‐parallel velocity measurements between (a) a regular sample of 10 mm
thickness and (b) a twice thinner sample of 5 mm thickness. For both cases, the inclination angle is a =
30°, the compressive load is P = 10 MPa, and the measurement location is 20 mm. The wavelengths of
oscillations in the slip velocity profile become about twice smaller for the twice thinner samples, indicat-
ing that the oscillations are at least partially due to the 3‐D effect.
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respect to rupture duration and hence rupture mode identi-
fication, as discussed in the following sections. In Figure 3,
the interface at the measurement locations slips throughout
the observation window and neither of the locking criteria
are met.

3.3. Three‐Dimensional Effect of the Plate Thickness

[24] It is important to understand whether the experi-
mental setup is well described by a 2‐D plane‐stress model,
as intended by the experimental design and assumed in the
analysis of Xia et al. [2004] and Lu et al. [2009]. The plate
dimensions, 150 mm by 150 mm, are much larger than the
plate thickness of 10 mm, implying that 2‐D plane‐stress
approximation should be valid. In addition, the rupture ini-
tiation mechanism acts simultaneously through the thickness
of the plate (section 2.2), further promoting the 2‐D nature
of the resulting stress and strain fields. At the same time, the
fact that the stress and strain fields are nonuniform through
the thickness of the plate may influence the experimental
results; in the following, we refer to such potential influence
as “the 3‐D effect.” In particular, initial stages of rupture
propagation over distances of the order of the plate thickness
may be influenced by the locally 3‐D geometry and that
influence may persist at later times through wave‐mediated
stress transfers and interaction of those waves with the rup-
ture propagation.
[25] To study the 3‐D effect, we consider dynamic rupture

in specimens of different plate thickness. Figure 4 compares
two representative experiments conducted under the same
experimental conditions but with plates of different thick-
ness: 10 mm in Figure 4a and 5 mm in Figure 4b. Overall,
the two experiments produce similar dynamic ruptures. In
both cases, the peak slip velocity is around 8 m/s, there is no
rupture arrest within the time window of observation, and
the rupture is in the process of transitioning to supershear

speeds. One notable difference is in periods of velocity
oscillations that are superimposed on the overall rupture
profile. These periods are about twice smaller for the twice
thinner specimen, as illustrated in Figure 4 by marking one
period of the oscillations in the tail of the rupture profile.
Note that the period of oscillations changes with time, being
shorter at the rupture front and increasing farther along the
rupture profile.
[26] Hence the 3‐D effect does not change the main

characteristics of dynamic ruptures but it does cause at least
some of the observed oscillations in the measured particle
velocity. This is likely due to waves bouncing between the
lateral free surfaces. One consequence of this finding is that
the 3‐D effect needs to be removed from the measured
velocity profiles before the profiles can be quantitatively
compared with results of 2‐D modeling. Note that the
contribution of the 3‐D effect to the upper and lower mea-
surements is not exactly symmetric, as the computed relative
velocity retains some oscillations. The lack of symmetry for
the 3‐D effect is likely due to the combination of the fol-
lowing factors: (1) the wire is embedded in a semicircular
hole in the lower half of the plate, potentially creating some
asymmetry in the radiated wavefields, (2) in most experi-
ments, a small tensile crack is created in the lower half of the
plate after the explosion, and (3) the measurements are
sensitive to small differences in the alignment of the laser
beams of the two velocimeters and in the position of the
laser beams with respect to the interface.
[27] The 3‐D effect could be partially or fully responsible

for deviations from antisymmetric sliding observed in our
experiments. In 2‐D in‐plane shear problems, the fault‐
parallel particle velocities are expected to be purely anti-
symmetric. Our experiments exhibit small deviations from
antisymmetry for locations close to the nucleation region.
Figure 5 shows velocity measurements at 20 mm and 40 mm

Figure 5. Evaluation of deviations from antisymmetry of the fault‐parallel velocity on the two sides of
the interface measured at (a) 20 mm and (b) 40 mm from the nucleation region. For both measure-
ments, a = 30° and P = 10 MPa. Dashed lines are smoothed velocity profiles that are constructed
by averaging the measurement within the window of 5 ms, in an attempt to approximately remove
the 3‐D effect. Deviations from asymmetry in the upper and lower measurements are present at
20 mm but virtually disappear at 40 mm. Smoothing the velocity profiles decreases the asymmetry,
indicating that it is at least partially due to the 3‐D effect.
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from the hypocenter. The measurements were made during
two experiments with nominally the same experimental
conditions. At the distance of 20 mm (Figure 5a), the lower
and upper traces have opposite signs for most of the time but
they are not exactly antisymmetric; for example, the lower
measurement (blue line) has higher peak velocity than the
upper measurement. When each of the two measurements is
averaged using a 5 ms time window, to partially remove the
effect of the oscillations, the deviation from antisymmetry
becomes less pronounced (dashed lines in Figure 5a), indi-
cating that oscillations due to the 3‐D effect are at least a
contributing factor. Another factor that could contribute to
breaking the antisymmetry is the wire explosion and, in
particular, the potential Mode I component that it could
create at the measurement location. Our measurements of
fault‐normal particle velocities (section 6.1) show that rel-
ative fault‐normal motion is rather small and within the
measurement error. Note that deviations from antisymmetry
virtually disappear for the measurements farther along the
interface, at 40 mm from the hypocenter (Figure 5b), as
would be consistent with the decaying influence of both the
3‐D nature of the initial rupture propagation and the
nucleation procedure away from the hypocenter.
[28] The 3‐D effect could also be partially or fully

responsible for the observed increase in particle velocities
after the P wave arrival but before the onset of relative
motion, marked by the green dot, at the location of 20 mm
(Figures 4a and 5a). One interpretation of such increase
would be the P waves released by the initiation procedure,
suggesting that the initiation procedure has an observable
effect on the particle motion at the 20 mm measurement
location. However, a couple of observations point toward the
3‐D effect as a more likely explanation. First, the increase is
within the amplitude of the oscillations observed in the
particle velocity traces. Second, and more importantly, a
simple increase in particle velocities before relative motion
(Figure 4a) transforms into oscillations back‐and‐forth for
the experiments with the twice thinner plate (Figure 4b),
suggesting that the particle motion before the onset of rela-
tive sliding is strongly influenced, and in particular could be
much amplified, by the 3‐D effect.
[29] Note that the peak relative velocity at 40 mm is

reduced in comparison to that at 20 mm, which could be due
to several factors. One of them is the supershear transition
that started at about 20 mm and developed over the course
of propagation between 20 mm and 40 mm. Such transition
could reduce the peak velocities of the decaying mother‐
rupture (second peak) while the supershear daughter rupture
may not have gathered steam yet. Another factor is the 3‐D
effect of the specimen thickness: it causes appreciable os-
cillations that may affect the particle velocities; we are in the
process of studying this effect in 3‐D models of the
experimental setup. There is also a possibility of a bulk
dissipating mechanism in Homalite (e.g., viscoelasticity).

3.4. Experimental Repeatability

[30] Dynamic rupture on frictional interfaces is a highly
nonlinear process with complex wave‐mediated effects. Even
for nominally the same experimental conditions (the same
compression P, inclination angle a, surface preparation,
capacitor discharge, etc.) differences may appear, accumu-
late, and interact throughout the process of dynamic rupture,

potentially leading to different outcomes. To ensure that the
rupture properties that we would like to study, such as the
risetime and the rupture speed, are robust for the experiments
under nominally the same experimental conditions, we have
repeated experiments for each considered compression P and
inclination angle a at least twice. Typically, velocimetry
measurements have been recorded at 20 mm in one of the
tests and at 40 mm in the other test. In several key cases,
more than two experiments have been done, repeating
measurements at either 20 mm or 40 mm or both. High‐speed
photoelastic images have been taken for most experiments.
Comparing these measurements, we have concluded that
both the risetime (i.e., the local rupture duration) and the
rupture speed are quite repeatable.
[31] As an example, consider the case of a = 30° and P =

14 MPa shown in Figure 3. Figure 6 illustrates the range of
experimentally obtained results for these experimental
conditions. Four experiments have been conducted. In two
of them, the particle velocity measurements have been
obtained at the location of 20 mm (Figure 6a). In the other
ones, the particle measurements have been obtained at the
location of 40 mm (Figure 6b). We see that, at both
locations, the overall shape of the rupture is quite similar
and corresponds to what we call a crack‐like mode, as
the relative motion continues throughout the observation
window. The rupture speeds are also quite similar; for
example, Figure 6b shows the same supershear arrival for
both experiments.
[32] The only notable discrepancy in the four experiments

is the difference between the peak velocities in the mea-
surements at the location of 20 mm (Figure 6a). Note that
much of the difference is attributable to the oscillations;
averaging velocities to approximately remove the 3‐D
effect, as discussed in section 3.3, would result in much
closer values. The comparison clearly shows that peak
particle velocities cannot be reliably reproduced and/or
captured. The most likely explanation is the interaction and
accumulation of small differences in various experimental
factors (wire explosion, statistical differences in surface
preparation, small deviations from the interface planarity,
etc.). Velocimeter response at such high particle velocities
and high frequencies may also be a factor.
[33] Photoelastic measurements show a very similar fringe

pattern for tests at nominally the same experimental condi-
tions at the same time in the rupture development, further
confirming experimental repeatability. This is illustrated in
Figures 6c and 6d for the case of a = 25° and P = 14 MPa.
Overall, the repeatability of the rupture shape and the rup-
ture speed is quite remarkable, given the dynamic nature of
the process and the number of factors that can influence the
resulting rupture.

4. Experimental Observations of Systematic
Variation in Risetime With Fault Prestress

[34] We use the experimental methodology described in
sections 2 and 3 to investigate the effect of prestress on the
risetime, i.e., the local rupture duration. This study builds on
the work of Lu et al. [2007] as discussed in section 1. A
series of experiments has been conducted with the inclina-
tion angle a ranging from 20° to 30° and the compressive
load P varying from 10 MPa to 30 MPa. Larger values of

LU ET AL.: RUPTURE MODES IN LABORATORY EARTHQUAKES B12302B12302

9 of 25



inclination angle a result in higher levels of nondimensional
shear prestress f0 = t0 /s0 = tana. Larger values of far‐field
compression P result in higher absolute levels of stress.

4.1. Increase in Risetime With Nondimensional
Shear Prestress

[35] We find that the risetime systematically increases as
the inclination angle a and hence the nondimensional shear
prestress f0 = t0 /s0 = tana are increased. This systematic
variation is shown in Figure 7 using relative fault‐parallel
velocity measurements for three inclination angles of 20°,

25°, and 30°. Figures 7a–7c correspond to the compressive
load P = 14 MPa. The results for P = 10 MPa, reported by
Lu et al. [2007], are reproduced in Figures 7d–7f for com-
parison. Relative fault‐parallel displacements for both
compressive loads, obtained by numerical integration of the
velocity profiles, are given in Figures 7g–7i. In all panels,
rupture initiation and interface locking are marked by green
and red dots, respectively, using the criteria described in
section 3.2.
[36] For both values of P and for smaller inclination

angles a = 20° and a = 25°, the resulting ruptures experience

Figure 6. Illustration of the experimental repeatability. (a and b) Relative fault‐parallel velocity measure-
ments at the locations of 20 and 40 mm, respectively, using four experiments conducted with a = 30°
and P = 14 MPa. The overall velocity profile and rupture speeds match quite well between experiments
done under nominally the same experimental conditions. The difference in peak velocity in Figure 6a is
discussed in the text. (c and d) Photoelastic images captured shortly after the rupture initiation in two
experiments with a = 25° and P = 14 MPa show almost identical fringe patterns.
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interface locking within the observation window. We call
such ruptures pulse‐like. The rupture duration, or the pulse
width, increases with the inclination angle, being about 15 ms
in the cases with a = 20° (Figures 7a and 7d) and about 35 ms
(for the more conservative locking criterion) in the cases with

a = 25° (Figures 7b and 7e). The inclination angle of a =
30° results in crack‐like ruptures, in the sense that there is no
interface locking within the time of observation (Figures 7c
and 7f). The difference between rupture durations, or rise-
times, for the three inclination angles can be further visual-

Figure 7. Variation of rupture mode with the inclination angle a and hence with the nondimensional
shear prestress, illustrated using (left column) a = 20°, (middle column) a = 25°, and (right column)
a = 30° for two values of the compressive load, (top row) P = 14 MPa and (middle row) P = 10 MPa.
(bottom row) The relative displacement profiles for the two compressive loads. As a increases from
20° to 25°, and then to 30°, the risetime increases, so that the rupture mode varies from a narrower
pulse‐like to a wider pulse‐like, and then to a crack‐like mode. Green and red dots indicate rupture initi-
ation and locking times as defined in section 3.2.
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ized through the plots of the relative fault‐parallel displace-
ment (Figures 7g–7i). The plots also show that crack‐like
modes lead to larger relative displacements; note that the
vertical scale is different in Figures 7g–7i.
[37] Hence we find that rupture risetime increases with

nondimensional shear prestress in our experiments. This is a
direct experimental observation. Moreover, in the cases with
the highest nondimensional shear prestress we consider,
ruptures do not arrest locally during the experimental
observation window. Hence we call these ruptures crack‐like
and refer to the observed increasing risetimes as a systematic
variation from pulse‐like to crack‐like rupture modes. We
caution, however, that we cannot exclude the possibility that
what we call crack‐like ruptures would actually become
pulse‐like if we could observe them for a longer time.

4.2. Increase in Risetime With the Compressive Load

[38] The experimentally observed variation of the risetime
and hence the rupture mode with nondimensional shear
prestress described in section 4.1 is qualitatively consistent
with theoretical predictions for ruptures on velocity‐
weakening interfaces (section 5). Another prediction of those
theories is that the risetime would depend on the compressive
load P, with larger values of P leading to more crack‐like

ruptures (section 5). A hint of such dependence is already
present in the results for P = 10 MPa, as discussed by Lu
et al. [2007], and P = 14 MPa presented in section 4.1, as
ruptures for the larger compression of 14 MPa have slightly
longer durations. However, the differences are within
experimental variability and cannot be conclusively attrib-
uted to larger values of P.
[39] In the present study, by considering a much wider

range of compressive loads P, we indeed find that the rup-
ture mode systematically varies from pulse‐like to crack‐
like with increasing P. Note that the experiments with the
larger values of P have been conducted specifically to verify
the suggestion of Lu et al. [2007] that such dependence
might exist, which they made based on their comparison of
the initial set of experiments with the analysis of Zheng and
Rice [1998]. Figure 8 illustrates the dependence of the rise-
time on P for two values of the inclination angle, a = 25°
(top row, f0 = 0.47) and a = 27.5° (bottom row, f0 = 0.52).
For both angles, the rupture varies from a narrower pulse, to
a wider pulse, to what we call a crack‐like mode, as the
value of P is increased from 10 MPa to 30 MPa (top row)
and from 22 MPa to 30 MPa (bottom row). The measure-
ments presented in Figure 8 are done at the distance of
40 mm from the hypocenter. Figure 8 also shows that five

Figure 8. Variation of rupture mode with the compressive load P for (top) a = 25° and (bottom) a =
27.5°. Velocity histories are measured at the distance of 40 mm from the nucleation site. For both incli-
nation angles, the risetime increases as P is increased. As before, the vertical dashed lines indicate the
time of the first shear wave arrival.
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out of the six presented cases have supershear speeds at
this location, as evidenced by the rupture front arriving
earlier than the shear wavefront marked by the vertical
dashed line. The supershear transition and propagation are
discussed in sections 7 and 8.

4.3. Collective Analysis of Local Rupture Duration

[40] The experimentally observed local rupture durations
for a number of experiments with different inclinations
angles a and compressive loads P are summarized in
Figure 9. In Figure 9, rupture duration for each experiment
is normalized by the maximum potential sliding time,
which is equal to the time window of observation minus
the arrival time of the rupture front at the measurement
location. This normalized rupture duration ranges from 0
(no sliding at the measurement location) to 1 (continuing
sliding from the rupture arrival to the end of the obser-
vation). Crack‐like ruptures correspond to the normalized
rupture duration of 1, with smaller values indicating pulse‐
like ruptures of progressively shorter duration. For each
experiment, the ends of the interval correspond to two
estimates of the rupture duration, with a filled dot giving
the average value. Figures 9a and 9b show rupture dura-
tions measured at 20 mm and 40 mm from the hypocenter,
respectively. Angles below a = 20° were not studied, but
those experiments would have likely produced dying pul-
ses or no sliding at the measurement locations. For angles
larger than a = 30°, prestress f0 would exceed the static
friction coefficient of 0.6, which would cause the sliding to
occur over the entire interface at once during the pre-
loading stage.
[41] The collection of measurements in Figure 9 clearly

shows that the inclination angle a, and hence the nondi-
mensional shear prestress f0 = t0/s0 = tana, is the dominant
factor in determining the risetime and hence rupture mode,
with smaller angles and hence lower nondimensional shear

prestress favoring pulse‐like ruptures of shorter duration.
Note that for the inclination angle of a = 28°, the more
conservative estimate of rupture duration gives the nor-
malized rupture duration of 1, indicating that those ruptures
may be fully crack‐like. For angles a = 29° and a = 30°, the
ruptures are clearly crack‐like. Lower angles produce pulse‐
like ruptures for most values of P. For the wider range of
compressive loads P explored at some angles (e.g., a = 25°
in Figure 9b), the dependence of rupture duration and hence
rupture mode on P is also clearly visible.

5. Qualitative Agreement Between
the Experimentally Observed Rupture Modes
and Theoretical Predictions Based on Velocity‐
Weakening Friction

[42] The systematic variation of rupture modes from pulse‐
like to crack‐like presented in section 4 is qualitatively
consistent with the theoretical study of velocity‐weakening
interfaces by Zheng and Rice [1998]. The study showed that
crack‐like ruptures cannot exist under certain conditions and
hence the only possibility for rupture propagation under
those conditions is a self‐healing pulse‐like modes. Consider
an interface with velocity‐weakening friction tss (V), pre-
stressed with shear stress t0 and governed by the following
2‐D elastodynamic equation expressed as an integral rela-
tionship between the shear stress t (x, t) and slip on the
interface [Perrin et al., 1995; Zheng and Rice, 1998]:

�ðx; tÞ ¼ �0 þ �ðx; tÞ � �

2cs
V ðx; tÞ; ð2Þ

where �(x, t) is the functional of slip history on the interface
and V(x, t) is the sliding velocity. For uniform sliding along
the entire interface, � = 0. Following Zheng and Rice [1998],
let us define tpulse as the maximum value of prestress t0 that

Figure 9. Collective analysis of local rupture duration for different inclination angles and compressive
loads measured at the distance of (a) 20 mm and (b) 40 mm. The rupture duration is normalized by the
total possible sliding time at the location, which is equal to the time window of observation minus the
rupture arrival time. The normalized duration of 1 corresponds to crack‐like ruptures and smaller values
correspond to progressively narrower pulse‐like ruptures.
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satisfies t0 − mV/(2cs) ≤ tss (V) for all V ≥ 0. Zheng and Rice
[1998] proved that no crack‐like solutions exists if t0 <
tpulse, and hence such values of t0 have to correspond to
either pulse‐like solutions or no rupture. For larger values of
t0, their study defined a dimensionless parameter T that can
be used to predict the rupture mode. Let us denote by Vdyna

the larger of the two possible solutions of the equation t0 −
mV/(2cs) = tss (V). Then

T ¼ d�ss=dV

d�el=dV

����
V¼Vdyna

; ð3Þ

where tel = t0 − mV/(2cs). That is, parameter T is the ratio of
the slopes of the steady state friction curve tss and the
elastodynamic stress tel evaluated at their intersection V =
Vdyna. If T does not exist (which occurs for t0 < tpulse), the
rupture mode is either pulse‐like or there is no rupture
propagation. When T exists, it is a nondimensional scalar
between zero and one. T = 1 corresponds to t0 = tpulse and
hence values of T close to 1 correspond to pulse‐like modes.
As T decreases to 0, the ruptures become crack‐like.
[43] To apply the analysis of Zheng and Rice [1998] to

our experiments, let us assume that the interface is governed
by the Dieterich‐Ruina rate‐and‐state friction law
[Dieterich, 1979; Dieterich, 1981; Ruina, 1983; Dieterich
and Kilgore, 1994; Dieterich and Kilgore, 1996; Lapusta
et al., 2000] enhanced with additional velocity weakening
at high slip velocities, as appropriate for flash heating. For
steady state sliding, the friction law reduces to

�ssðV Þ ¼ � fw þ f* þ ða� bÞ ln V=V*
� �� fw

1þ V=Vw

� �
; ð4Þ

where f* and V* are the reference friction coefficient and slip
velocity, respectively, a and b are rate‐and‐state friction
coefficients, Vw is the characteristic slip velocity for flash
heating, and fw is the residual friction coefficient at high
sliding rates. Based on preliminary low‐velocity friction
measurements for Homalite interfaces (collaboration with
B. Kilgore, N. Beeler, and C. Marone), we use the following
values: f* = 0.6, V* = 1 × 10−6 m/s, and b − a = 0.005. Since
there are no high‐velocity friction measurements for
Homalite, the values of fw and Vw have to be selected
based on indirect inferences from previous studies and the
flash‐heating theory [Rice, 2006]. Lu et al. [2009] showed,
through numerical simulations of dynamic ruptures on
slip‐weakening interfaces, that supershear transition dis-
tances experimentally determined by Xia et al. [2004] can
be matched by models with a range of dynamic friction
coefficients, if suitable modifications in other parameters
are assumed. Lu et al. [2009] used dynamic friction
coefficients 0.2 and 0.34 as examples. Based on the values
of other parameters needed to fit the transition distances,
Lu et al. [2009] argued that 0.2 and 0.34 may represent the
lower and upper bounds of the actual dynamic friction
coefficient. The residual friction coefficient fw in the
velocity‐dependent friction description used in this study is
analogous to the dynamic friction coefficient of linear slip‐
weakening friction used by Lu et al. [2009], and so we
consider values of fw = 0.2 and fw = 0.34 here. The
application of the flash‐heating theory of Rice [2006] to
Homalite results in the range of 0.2 m/s to 2 m/s for the
characteristic flash‐heating velocity Vw, assuming plausible
ranges for inputs. We use the following two sets of para-
meters to illustrate the predictions of Zheng‐Rice theory:
fw = 0.2, Vw = 1.4 m/s (Figure 10a and Figure 11) and fw =

Figure 10. Illustration of the definition of the theoretical parameters tpulse and T used to predict rupture
mode in our analysis, based on the study of Zheng and Rice [1998], for two sets of velocity‐weakening
parameters: (a) fw = 0.2 and Vw = 1.4 m/s and (b) fw = 0.34 and Vw = 0.5 m/s. The dependence of the
steady state friction coefficient on sliding velocity is shown as a dotted blue line. The (straight) lines of
the normalized elastodynamic stress fel (V) = tel (V)/s are also plotted for three different inclination
angles. a = 20° corresponds to the shear prestress level lower than tpulse and parameter T is not defined in
that case. Higher angles of 25° and 30° result in the lines of elastodynamic stress intersecting the lines of
steady state friction, with the corresponding values of parameter T given in Figure 10.
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Figure 11. Values of the mode‐predicting parameter T for the ranges of inclination angles and compres-
sive loads explored in our experiments, computed assuming the friction law (equation (4)) and using (a) fw =
0.2 and Vw = 1.4 m/s and (b) fw = 0.34 and Vw = 0.5 m/s. Other friction parameters are specified in the text.
Values of T close to 0 predict crack‐like modes, while values close to 1 predict pulse‐like modes. Empty
cells correspond to experimental conditions for which parameter T is not defined, predicting either a pulse‐
like rupture or no rupture. The region T < 0.3 is shown in orange, to qualitatively indicate the experimental
parameter space that is predicted to correspond to crack‐like ruptures. The separating value of 0.3 is chosen
based on simulations of Zheng and Rice [1998].
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0.34, Vw = 0.5 m/s (Figure 10b and Figure 11). We con-
tinue to assume that normal stress s is approximately equal
to the initial normal stress s0 at the location where we
interpret the rupture mode. The basis for this assumption is
discussed in section 6.1.
[44] Figure 10 illustrates the elastodynamic stress tel =

t0 − mV/(2cs) and the steady state friction dependence
tss (V), the comparison of which is used to define the
mode‐predicting parameters tpulse and T as described above.
The normalized steady state friction

fssðV Þ ¼ �ssðV Þ=� ¼ fw þ f* þ ða� bÞ ln V=V*
� �� fw

1þ V=Vw
ð5Þ

and the normalized elastodynamic stress

felðV Þ ¼ �elðV Þ=� ¼ tan�� �

2cs

V

P cos2 �
ð6Þ

are plotted. From the last expression, we see that both
experimental parameters, a and P, affect fel (V) and hence
the values of tpulse and T. In both panels of Figure 10, P =
14 MPa and three representative case with the inclination
angles of 20°, 25°, and 30° are considered. fw = 0.2, Vw =
1.4 m/s and fw = 0.34, Vw = 0.5 m/s are adopted in
Figures 10a and 9b, respectively. Both panels illustrate the
same qualitative features. For a = 20°, the elastodynamic
stress (black line) is below the steady state friction (blue
dotted line) for all V ≥ 0 and no intersection exists
between the two curves. According to the analysis of
Zheng and Rice [1998], in this case the rupture would either
proceed in a pulse‐like mode or not at all, i.e., the rupture
would arrest. This is consistent with our experimental results
that indicate pulse‐like ruptures for all cases with a = 20°
that have been studied (Figure 7). As the inclination angle
increases, the nondimensional prestress grows, and the
elastodynamic stress lines move up; their intersection with
the friction curve defines the nondimensional parameter T
which varies from T = 1 when the two lines touch to values
approaching zero for intersections at higher values of V. The
trend indicates that local slip duration should increase for
larger inclination angles, as observed in our experiments.
[45] To compare the predictions of Zheng and Rice [1998]

with the results of our experiments for all experimental
parameters, we compute the values of parameter T for P from
2 MPa to 30 MPa and for a from 20° to 30° (Figure 11).
For a fixed value of P, e.g., P = 14 MPa, parameter T
decreases from values close to 1 to values close to zero as
the inclination angle a increases, predicting variation from
pulse‐like to crack‐like rupture modes and hence increase in
risetimes; empty cells of Figure 11 correspond to parameter
regimes in which parameter T does not exist, which predicts
that the rupture is either a pulse or there is no rupture. This is
consistent with experimentally observed variation of rupture
mode with the inclination angle a (section 4.1). For a fixed
value of a, e.g., a = 25°, parameter T again decreases from
values close to 1 to values close to zero as the compressive
load P increases, predicting variation from pulse‐like to
crack‐like modes. This is consistent with the experimentally
observed variation of rupture mode with the compressive
load P. Overall, higher values of either a or P favor crack‐

like rupture in experiments as well as in the theoretical pre-
diction; the corresponding cells of Figure 11 are marked with
orange, using T = 0.3 as the cutoff value based on the
numerical study of Zheng and Rice [1998]. Hence we find
that the systematic variation of rupture modes observed in the
experiments, both with nondimensional shear prestress and
with the absolute levels of stresses as parameterized by the
compressive load, is consistent with the theoretical predic-
tions of Zheng and Rice [1998] based on velocity‐weakening
friction.

6. Effect of Nucleation Procedure

[46] The comparison between experimental results and
velocity‐weakening theories in section 5 assumes that fault‐
normal stress is not altered outside the nucleation region.
The rupture initiation procedure reduces normal stress
locally in the nucleation region, and that effect might
propagate along the interface, creating lower friction resis-
tance and potentially providing an alternative explanation
for the variation in rupture modes. In this section, we study
this and other potential effects of the nucleation procedure.

6.1. Measurements of Fault‐Normal Motion

[47] To assess whether there are notable changes in fault‐
normal stress s outside the nucleation region, we have
conducted several experiments in which the fault‐normal
particle velocity histories above and below the interface
were measured at the same location (20 mm) and with a
similar setup as for the fault‐parallel velocity measurements.
The configuration of the measurements is illustrated in
Figure 12. Two reflective membranes are positioned 20 mm
away from the hypocenter. Laser velocimeters are focused
on two membrane edges separated by the distance of
0.5 mm. The difference between the two fault‐normal
measurements would indicate changes in the fault‐normal
stress. Negative values of relative velocity would indicate
that the two measurement locations are moving closer
together and hence correspond to increase in fault‐normal
compressive stress s; positive values would correspond
to decrease of the fault‐normal compression. Because the
experiments are designed to induce in‐plane shear rupture,
fault‐normal measurements are expected be much smaller
than the fault‐parallel ones. This reality requires much
higher accuracy of the alignment of the laser beams. Other
factors may affect the measurement, such as potential slight
nonplanarity of membrane surfaces and its effect due to
relative sliding motion of the two measurement locations.
[48] We present fault‐normal measurements for two

experiments conducted with the inclination angles of
20° and 30° (Figure 13), which are the lowest and highest
inclination angles used in experiments. The individual
velocity measurements above and below the interface gen-
erally coincide (Figures 13a and 13b), showing that the two
points move together for the entire duration of the experi-
ment. This suggests that there are no significant changes in
the fault‐normal stress. To quantify the small differences
between fault‐normal velocities above and below the
interface, we compute the relative fault‐normal velocity
(Figures 13c and 13d) as well as the relative fault‐normal
displacement (Figures 13e and 13f). The relative normal
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measurements are about two orders of magnitude smaller
than the fault‐parallel measurements (Figures 7 and 8), as
expected. To emphasize this discrepancy, the ranges of the
y axes in Figure 13 are comparable to the ranges of the
fault‐parallel measurements. The insets in Figures 13c–13f
show the relative normal velocities and displacements in
more detail, for the time period that starts with the
approximate P wave arrival time of 10 ms and includes the
period of the most active sliding between 20 ms and 30 ms.
We see that, for both angles, the two measurement points
get closer between 10 ms and 30 ms, by about 0.1 mm for
a = 20° and 0.3 mm for a = 30°. Note that the two
measurement locations have the distance of 500 microns
between them.
[49] Hence the fault‐normal measurements reveal no

reduction of normal stress during sliding; on the contrary,
they point to larger compression. This means that the
observed ruptures are not driven by normal stress reduction
propagating along the interface from the nucleation region.
In the case of a = 20°, the sliding stops at about 30 to 35 ms
(Figure 7a); the relative normal velocity and displacement
histories show nothing special occurring during those times;
in fact, the variations in fault‐normal quantities are minimal
in that time interval. Hence the arrest of sliding for a = 20°
is likely caused by variations of the friction coefficient due
to velocity‐weakening friction, as advocated in section 5,
and not by normal stress changes.
[50] We caution that the inferred fault‐normal relative

displacements of 0.1 to 0.3 mm are quite small and may be
testing the limits of our resolution. While relative fault‐
normal velocity measurements are largest during the time
interval of most active slip, from 20 ms to 30 ms, they do not
exhibit a coherent change for that time period but rather
have an oscillatory nature. One would expect the largest
measurement errors to occur when the membranes, which
serve as focusing locations for the laser beams, are moving,
mostly in the direction perpendicular to the beams. The
motion may affect the accuracy of the velocimeters, and it
may lead to the measurement reflecting the roughness of the
membrane surfaces rather than any fault‐normal motion.
However, the consistent increase of compression that we
observe in the presented measurements and in several other
experiments suggests that decrease in the fault‐normal
compression during sliding is unlikely.

6.2. Influence of Nucleation Strength

[51] While in section 6.1 we argue that normal stress
reduction due to the explosion is not observed at the mea-
surement locations, the nucleation procedure can still affect
rupture propagation through other means [Festa and Vilotte,
2006; Shi and Ben‐Zion, 2006; Liu and Lapusta, 2008;
Shi et al., 2008; Lu et al., 2009]. For example, different
explosions could create different history of sliding in the
initiation region, releasing a different shear wavefield and
starting a domino effect that may significantly alter the
rupture development.
[52] As a first step toward understanding those depen-

dencies, here we study the effect of the explosion intensity.
The results of two experiments with different charging
voltage for the explosion are shown in Figure 14. We see
that the rupture duration in the two cases is similar, and the
resulting rupture is pulse‐like. At the same time, the peak
relative velocity is higher for the higher voltage. A possible
explanation is that the stronger explosion creates larger
sliding velocities and hence larger fault‐parallel relative
displacements in the nucleation region, and the radiated
waves carry this information, affecting the peak sliding
velocities further along the interface. Based on these and
similar experiments, we conclude that, as long as the
nucleation procedure is strong enough to trigger the rupture,
the mode of the rupture would be independent of the
explosion strength.

7. Rupture Speeds of Pulse‐Like
and Crack‐Like Modes

7.1. Observations of Supershear Pulses and Cracks

[53] The experimental measurements of relative fault‐
parallel velocity presented in section 4 provide a number of
examples of both supershear crack‐like ruptures (Figures 7c,
7f, 8c, 8e, and 8f) and supershear pulse‐like ruptures
(Figures 7a, 8b, and 8d). The speeds are clearly supershear
in those cases as rupture arrival times (indicated by green
dots) at the measurement locations are smaller than arrival
times of the shear wave (indicated by vertical dashed lines).
Ruptures typically transition to supershear speeds after a
period of sub‐Rayleigh propagation, and the distance
between the location of the crack initiation and the location
of supershear transition is called the transition distance

Figure 12. Schematic illustration of the experimental setup for fault‐normal velocity measurements.
Two measurement locations are separated by 500 mm. Note that the exploding wire is 100 mm in diameter
and the distance between the wire and the measurements location is 20 mm. Any wave radiated from the
nucleation site will continuously decay as it propagates.
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Figure 13. Fault‐normal measurements at the distance of 20 mm for the experiments with (left) a = 20°
and (right) a = 30°. The compressive load is P = 10 MPa for both cases. (a and b) Fault parallel velocity
measurements above and below the interface. (c and d) The relative fault‐normal velocity profile. The
inset gives the detailed view for the time window between 10 and 30 ms, during which the P wave arrives
and largest fault‐parallel velocities are recorded. (e and f) The relative fault‐normal displacement between
two measurement points. Negative values correspond to more compression.
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[Andrews, 1976; Xia et al., 2004; Rosakis et al., 2007]. The
ruptures that are supershear in Figures 7 and 8 have tran-
sition distances smaller than 20 mm and 40 mm, respec-
tively, as Figures 7 and 8 show velocity measurements
at those locations. Note that transition distances in our
experiments tend to be larger than the ones reported by Xia
et al. [2004]. The difference can be attributed to a different
surface preparation and hence different friction properties.
[54] Representative cases of supershear pulse‐like and

crack‐like ruptures are presented in Figure 15 for P =
14 MPa and three inclination angles a of 27.5, 28, and
30 degrees. For a = 27.5°, the rupture is clearly pulse‐like,
with the sliding stopping within the observation window
(Figure 15a). The slip history shown in Figure 15a consists
of two pulses, a supershear pulse followed by a subshear
pulse. Such a sliding history could be indicative of the
mother‐daughter transition mechanism [Burridge, 1973;
Andrews, 1976], in which a supershear “daughter” rupture
nucleates in front of the main sub‐Rayleigh “mother” rup-
ture. In numerical simulations of that mechanism [e.g., Lu
et al., 2009], the daughter and mother rupture become
connected later and propagate as a single rupture. The
profile in Figure 15a could be interpreted as evidence for
the mother‐daughter transition mechanism. However, rup-
tures can transition to supershear speeds by direct change
of speeds at the rupture tip [Liu and Lapusta, 2008; Lu
et al., 2009]. Numerical simulations show [Liu and Lapusta,
2008; Lu et al., 2009] that, in the case of the direct transition
with no daughter crack, the supershear portion of the rupture
may still look partially or fully disconnected from the rest of
the rupture, similarly to the profile in Figure 15a. This is due
to the stress changes, and hence sliding velocity changes,
caused by the combination of shear waves and Rayleigh
waves that are left behind the supershear rupture tip. Hence
further study is needed to conclusively determine the tran-
sition mechanism in our experiments, as discussed by Lu
et al. [2009].

[55] Figure 15b shows the superposition of the photo-
elastic fringe pattern at the time of t = 44 ms and the slip
velocity measurements from Figure 15a reinterpreted with
respect to the interface locations as explained in section 3.1.
The image contains a clear circular shear wavefront and a
ring‐like fringe structure with a stress concentration tip on
the interface ahead of the shear wave. That stress concen-
tration corresponds to the supershear rupture tip, as indi-
cated by the superposition with the velocity measurements.
An interesting observation is the absence of Mach lines
emitted from the supershear rupture tip; such Mach lines are
a common feature of supershear ruptures [Rosakis, 2002;
Xia et al., 2004; Rosakis et al., 2007]. The Mach lines are
not formed at the special supershear rupture speed equal toffiffiffi
2

p
cs [Rosakis, 2002]. Hence the evidence for supershear

propagation from the slip velocity history in Figure 15a and
the absence of Mach lines in the photoelastic image can be
reconciled if the rupture speed is

ffiffiffi
2

p
cs. In section 7.2, we

show that the rupture speed in this case is indeed close toffiffiffi
2

p
cs.

[56] According to the results in sections 4 and 5, one can
obtain crack‐like ruptures by increasing the inclination angle.
At the same time, the ruptures would remain supershear, as
larger inclination angles translate into larger nondimensional
prestress which favors supershear transition [Andrews, 1976,
section 8]. This is demonstrated in Figures 15c and 15d.
When the inclination angle is increased to 28 degrees, the
rupture remains supershear but the sliding zone widens,
producing either a wider pulse according to the locking cri-
terion based on slip velocity or even a crack‐like rupture
according to themore conservative criterion based on residual
slip (Figure 15c). The supershear rupture tip is well ahead of
the shear wave, indicating that the transition distance is
shorter in this case than in the case of Figure 15a, and/or that
the rupture speed may be higher. Figure 15d shows the case
of a = 30°, an angle which results in a supershear crack‐like
rupture as judged by measurements at the location of 20 mm

Figure 14. Comparison of fault‐parallel velocity histories obtained with different explosion intensity for
a = 25° and P = 10 MPa. (a) The capacitor bank used for the wire explosion is charged with the regular
voltage of 1600 V. (b) The charging voltage is reduced to 75% of the regular value. The peak slip velocity
in Figure 14b is reduced but the rupture duration is similar.
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from the hypocenter (Figure 7c). At 40 mm, the rupture is
still crack‐like, in the sense that sliding does not arrest in the
time window of observation, and the rupture speed is clearly
supershear. The insert gives a photoelastic image with two
clear Mach lines.

7.2. Evolution of Rupture Speeds for Supershear
Pulses and Cracks

[57] To further analyze the supershear transition and
propagation of different rupture modes, we infer the rupture
speed evolution of the pulse‐like and crack‐like ruptures
discussed in section 7.1. The rupture speed history is deter-
mined using the sequence of photoelastic images obtained by
the high‐speed camera. The tip of the rupture is identified in

each image and the rupture speed is computed as the ratio of
the rupture tip advance and interimage time. The rupture
speed is then averaged for three neighboring images. The
location of the jump from sub‐Rayleigh to supershear speeds
is confirmed by the appearance of two concentrations of
fringes in photoelastic images, one for the supershear crack
tip and the other for the remnant of the subshearcrack tip. For
the images that have well‐developed Mach lines, the inferred
supershear values of the rupture speed vr are corroborated by
measuring the angle b that the Mach lines make with the
interface and computing the rupture speed by the equation
vr = cs /sin b.
[58] We find that the pulse‐like rupture has a larger

transition distance and smaller supershear speeds than the

Figure 15. Representative cases of supershear pulse‐like and crack‐like ruptures. Fault‐parallel relative
velocity histories shown are measured at 40 mm in experiments with P = 14 MPa. (a) a = 27.5° results in
a supershear pulse‐like rupture. (b) Superposition of the photoelastic image captured at 44 ms, and the
velocity measurement from Figure 15a. The rupture front is clearly ahead of the circular shear wavefront,
a part of which is marked with a curved yellow line. (c) a = 28° results in a nearly crack‐like rupture that
has almost arrested at the end of the observation window. (d) a = 30° produces a supershear rupture that is
clearly crack‐like. The inset shows a part of the corresponding photoelastic image with the resulting Mach
lines.
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crack‐like rupture (Figure 16). Both ruptures have subshear
speeds initially, and then rupture speeds abruptly change to
supershear speeds. The pulse‐like rupture, obtained under
the experimental conditions P = 14 MPa and a = 27.5°, has
the transition distance of about 30 mm and supershear
speeds close to

ffiffiffi
2

p
cs. The crack‐like rupture, obtained

under the experimental conditions P = 14 MPa and a = 30°,
has the transition distance of about 20 mm and supershear
speeds within the interval between

ffiffiffi
2

p
cs and cp. The

inferred transition distances and rupture speeds are consis-
tent with the rupture arrival times at the location of 40 mm
(Figures 15a and 15d). The pulse‐like rupture arrives later at
this location than the crack‐like rupture, which is consistent
with lower rupture speeds for the pulse‐like rupture.
[59] The inferred supershear rupture speeds are in quali-

tative agreement with the theoretical analysis of supershear
rupture propagation on interfaces governed by velocity‐
weakening friction by Samudrala et al. [2002]. Their
asymptotic analysis determined that the interval of rupture
speeds between

ffiffiffi
2

p
cs and cp corresponds to stable rupture

growth and that higher interface prestress corresponds to
higher rupture speeds. This is exactly what we observe in
our experiments. First, both pulse‐like and crack‐like
ruptures develop supershear speeds in the interval betweenffiffiffi
2

p
cs and cp. Second, the pulse‐like rupture, which corre-

sponds to a lower inclination angle and hence lower nondi-
mensional shear prestress, has lower supershear rupture
speeds.

8. Map of Rupture Modes and Speeds Under
a Range of Experimental Conditions

[60] To summarize our findings in terms of both rupture
modes and rupture speeds, we create a diagram (Figure 17)

that indicates, for each set of experimental conditions,
whether the rupture is crack‐like or pulse‐like, and whether
its eventual propagation speed is sub‐Rayleigh or super-
shear. For the determination of rupture mode, we use fault‐
parallel velocity measurements at the location of 40 mm
if they are available; otherwise, we use the measurements
at 20 mm. The rupture is marked as supershear if it tran-
sitions to supershear speeds within the observation domain,
which extends 60 mm from the nucleation location (or
120 mm if the interface on both sides of the hypocenter
is considered). Otherwise, the ruptures are marked sub‐
Rayleigh. This classification results in four rupture cate-
gories: supershear crack, sub‐Rayleigh crack, supershear
pulse, and sub‐Rayleigh pulse. They are labeled by dif-
ferent symbols in Figure 17.
[61] The diagram clearly indicates variation from pulse‐

like to crack‐like rupture modes as the inclination angle (and
hence the nondimensional shear prestress) and the com-
pressive load are increased. The domains of pulse‐like and
crack‐like behavior are separated by an orange dashed line.
The diagram can be directly compared to Figure 11 of
theoretical predictions based on Zheng and Rice [1998] and
our analysis in section 4. The map of the experimental re-
sults and the table of theoretical predictions are in qualitative
agreement, with the upper right corner of both correspond-
ing to crack‐like ruptures and the rest of experimental
conditions corresponding to pulse‐like ruptures or no rup-
ture. The qualitative agreement between the experiments
and theoretical predictions points to the importance of
velocity‐weakening friction, as discussed in section 5. Note
that the boundary between the two regions has a different
shape in the map of experimental results and in the theo-
retically constructed table. This could be partially due to the
general nature of the theoretical analysis, which ignores the

Figure 16. Evolution of the rupture speed for a pulse‐like rupture (diamonds) and a crack‐like rupture
(circular dots). Both ruptures have supershear speeds within the open interval between

ffiffiffi
2

p
cs and cp. The

pulse‐like rupture has lower supershear speeds than the crack‐like rupture. Both observations are consis-
tent with theories based on velocity‐weakening interfaces.
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influence of the initiation procedure and assumes a friction
law that is plausible but not yet verified for Homalite, and
partially due to potential viscoelastic effects in Homalite,
which would create additional damping of energy and may
turn what would be a crack‐like mode in a purely elastic
material into a pulse‐like one. Some of the cases studied
exhibit hints of such viscoelastic behavior. For example, in
the case of a = 28° and P = 14 MPa, the rupture is clearly
crack‐like at the location of 20 mm. However, the mea-
surements at 40 mm (Figure 15c) have lower sliding
velocity behind the rupture tip. Indeed, the locking criterion
based on sliding velocity (section 3.2) indicates that inter-
face healing occurs before the end of the observation time
window. We mark this case as crack‐like in Figure 17, as
the more conservative locking criterion, the one based on
residual slip, has not been met at 40 mm. The decreased
vigor of the rupture between 20 and 40 mm may be due to
viscoelastic effects.
[62] This example highlights the fact that the ruptures

produced in the experiments are not steady; their tip speeds
and slip velocity profiles evolve as they propagate along the
interface. This is natural for such a nonlinear and dynamic
problem as rupture propagation. Such variability in time and
space is characteristic of real earthquakes, as illustrated by
earthquake inversions. In several cases, experimental mea-
surements at the 40 mm location result in smaller maximum
slip velocity than those at the 20 mm location (e.g., Figure 5).
The decrease could be due to the 3‐D effect as discussed in

section 3.3 or viscoelastic properties of Homalite. In some
cases, particularly pulse‐like cases, this may also be an
indication of a decaying rupture. Note that decaying ruptures
are a very interesting common case to study, since most
earthquakes remain relatively small, producing the well‐
known Gutenberg‐Richter distribution of sizes. In all cases,
the ruptures produced in the experiments are healthy enough
to propagate all the way to the edges of the sample, covering
distances much larger than the nucleation region (although
we plot results only within a smaller time window that
excludes reflections from the boundaries). This indicates
that the produced ruptures, even if decaying, are clearly
self‐driven (or spontaneous).
[63] Figure 17 shows that the majority of experiments

have produced supershear ruptures. We see that higher
inclination angles and higher compressive loads promote
supershear transition. This is consistent with prior theoreti-
cal and numerical studies [Andrews, 1976; Xia et al., 2004;
Lu et al., 2009]. The black dotted line that separates the
supershear and sub‐Rayleigh regions is generated based on
the analysis of the supershear transition by Andrews [1976]
and Lu et al. [2007]. Andrews [1976] considered an in‐plane
2‐D shear rupture on an interface governed by linear slip‐
weakening friction, in which the shear strength of the
interface decreases linearly from its static value ts to its
dynamic values td over the critical slip Dc, and then remains
at td during subsequent sliding. Using this model, he
demonstrated that the transition distance depends only on

Figure 17. Map of pulse‐like (diamonds) versus crack‐like (circular dots) modes and sub‐Rayleigh
(open symbols) versus supershear (filled symbols) rupture propagation observed in our experiments.
The boundary between pulse‐like and crack‐like modes (orange dashed line) is drawn based on the exper-
imental results to qualitatively separate the two regimes. The boundary between ruptures that do and do
not have supershear propagation (black dotted line) is drawn based on the theoretical analysis as discussed
in the text.
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the critical crack half‐length Lc and on the seismic ratio s as
follows:

L ¼ FðsÞLc; Lc ¼ �ð�s � �dÞDc

�ð1� 	Þð�0 � �dÞ2
; s ¼ �s � �0

�0 � �d
: ð7Þ

F(s) is a numerically determined function that can be
approximated by F(s) = 9.8(1.77 − s)−3 as discussed by
Rosakis et al. [2007]. The parameters m and n are the shear
modulus and Poisson’s ratio of the elastic solid and t0 is the
initial shear stress acting on the interface. For the geometry
of our experiment, the transition distance can be expressed
as [Rosakis et al., 2007]

L ¼ FðsÞ �ð fs � fdÞDc

�ð1� 	Þðsin�� fd cos�Þ2P
; s ¼ fs � tan�

tan�� fd
; ð8Þ

where fs = ts /s0 and fd = td /s0 are the static and dynamic
friction coefficients, respectively. The numerical studies of
Lu et al. [2007] demonstrate that the dynamic nature of the
rupture initiation procedure reduces the transition distances
by 30% to 40%. To compare the theoretical prediction of the
separation between sub‐Rayleigh and supershear ruptures to
the results of our experiments, we (1) use values fs = 0.6,
fd = 0.2, and Dc = 13 mm, as these values enabled the
numerical simulations of Lu et al. [2009] to match the
experimentally determined transition distances of Xia et al.
[2004], (2) calculate the values of the transition distance
L using the above formula for ranges of experimental
parameters represented in Figure 17, (3) apply the reduction
factor of 33% motivated by the study of Lu et al. [2007], and
(4) plot the line corresponding to transition distances of
60 mm (black dotted line in Figure 17). Making the theo-
retical boundary between sub‐Rayleigh and supershear
ruptures correspond to the transition distance of 60 mm
is consistent with the size of our observation window
which is 60 mm in radius. From Figure 17, the resulting
boundary is consistent with the experimental results. The
line is quite successful in putting experimentally observed
supershear ruptures into the same region. It also predicts the
extent of the sub‐Rayleigh region, which can be more fully
explored in future experimental studies.

9. Conclusions

[64] We have experimentally observed a systematic
increase in the risetime (i.e., local rupture duration) with
both (1) increasing nondimensional shear prestress and
(2) increasing absolute levels of shear and normal prestress
for the same value of the nondimensional shear prestress.
Our results confirm the findings of Lu et al. [2007] that
pulse‐like ruptures can exist in the absence of a bimaterial
effect or local heterogeneities. We interpret the increase in
the risetime as the variation of rupture mode from pulse‐like
to crack‐like. The systematic increase in the risetime and the
associated systematic variation of rupture modes presented
in this work are qualitatively consistent with the theoretical
study of velocity‐weakening interfaces by Zheng and Rice
[1998]. In fact, the experimental study on the variation of
rupture mode due to different absolute levels of stress,
achieved in the experimental setup by varying the far‐field

compression P, has been motivated by the analyses of Zheng
and Rice [1998] and Lu et al. [2007].
[65] To ensure that the sliding is not driven by fault‐

normal stress decrease (and the corresponding decrease in
frictional resistance) propagating along the interface due to
the rupture nucleation procedure, we have conducted fault‐
normal velocity measurements. The measurements are quite
challenging due to the minute relative displacements
involved, which are about two orders of magnitude smaller
than the fault‐parallel displacements. Our results indicate
that there is no fault‐normal stress reduction at the location
which is used to infer the rupture mode. Furthermore,
changing the intensity of the explosion in the range that still
initiates dynamic rupture does not affect the local rupture
duration and hence the rupture mode. That is why velocity‐
weakening friction remains the most viable explanation for
the variation in rupture modes observed in our experiments.
[66] Both pulse‐like and crack‐like rupture modes can

propagate with sub‐Rayleigh and supershear rupture speeds.
All four potential rupture types (sub‐Rayleigh pulse‐like,
supershear pulse‐like, sub‐Rayleigh crack‐like, and super-
shear crack‐like) are observed in our experiments. The
resulting supershear rupture speeds for the two modes are
consistent with the analytical predictions of the velocity‐
weakening model of Samudrala et al. [2002]. The observed
boundaries, in terms of the experimental parameters, of
the pulse‐like versus crack‐like rupture modes and sub‐
Rayleigh versus supershear rupture speeds, are well‐
described by the theory of Zheng and Rice [1998] and the
supershear transition criterion based on the work of Andrews
[1976] as developed for our experimental setup [Xia et al.,
2004; Lu et al., 2009].
[67] The agreement between our experimental observa-

tions and models of velocity‐weakening faults suggests that
velocity‐weakening friction plays an important role in
dynamic behavior of ruptures and implies that expressing
dynamic weakening of friction solely in terms of slip may
not be a sufficiently general description. Our preliminary
numerical simulations [Lu, 2008; Lu et al., 2010] show that
linear slip‐weakening friction, which is often used in single‐
rupture earthquake studies, fails to produce pulse‐like
modes in a numerical model that represents our experiments,
despite the fact that the chosen friction parameters were
shown to reproduce the experimentally observed supershear
transition distances by Lu et al. [2009]. For a range of
parameters that results in pulse‐like ruptures in the experi-
ments, the simulations with linear slip‐weakening friction
produce rapidly dying ruptures that do not reach the loca-
tions of velocimeter measurements [Lu, 2008; Lu et al.,
2010]. Simulations that incorporate rate and state friction
laws with enhanced velocity weakening at seismic slip rates,
with the steady state dependence as in equation (4), do
produce pulse‐like ruptures, although our preliminary sim-
ulation attempts have had difficulty in reproducing the full
range of experimental observations. This is likely because
we do not know the precise high‐velocity friction properties
of the experimental interface. Obtaining an independent
measurement of such properties would be an important
validation of the conclusions of this work. To reproduce the
experimental results in a convincing numerical model, we
also need to quantify the temporal and spatial parameters of
the initiation procedure. Even though the initiation proce-
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dure does not seem to decrease the normal stress outside of
the nucleation region, it can still affect rupture propagation.
Further experimental and theoretical studies are needed to
fully quantify those effects.
[68] In our experiments, pulse‐like modes correspond to

the levels of nondimensional shear prestress significantly
lower than the static friction coefficient. If pulse‐like rup-
tures prevail on natural faults, at least for large earthquakes,
our study implies that faults operate at low levels of pre-
stress compared to their static strength. This is consistent
with the conclusions reached by several theoretical and
numerical studies [Rice, 1994; Lapusta and Rice, 2004;
Rice, 2006; Noda et al., 2009].
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